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Running binomial GLMs in R is reasonably straightforward, using its built-in glm function. Also, one of the advantages of R is the range of built-in computing functionality that can supplement any of its packages. Nevertheless, if you aren’t familiar with R and have access to SAS or STATA, you may find it easier to work with them.  This guide assumes a basic familiarity with R, its interface and its data-handling methods.  
We present the Table 2 Sustained Attention example here. The requisite data include the predictor(s) (in this case, neglect scores), the number of correct Sustained Attention test items for each subject (denoted by “r”) and the test length (denoted by “n”).

# Get the data into R, name it “table2,” and attach it:

neglect <- c(1,7,8,3,7,6,4)

r <- c(10,6,4,9,8,5,6)

n <- c(10,10,10,10,10,10,10)

table2 <- data.frame(r,n,neglect)

attach(table2)
To the best of our knowledge, R does not offer an option to rescale the binomial GLM on the basis of over-dispersion statistics. The dispmod package performs the Williams (1982) procedure and the aod package fits a beta-binomial model. However, we do not prefer either of those alternatives for reasons given in our paper.  Instead, here we show how to rescale a binomial GLM via the Pearson dispersion statistic. 
# Run a null model and name it “mod1”:

> mod1 <- glm(cbind(r, n - r) ~ 1,family=binomial, data=table2)

> summary(mod1)
Call:

glm(formula = cbind(r, n - r) ~ 1, family = binomial, data = table2)

Deviance Residuals: 

    Min       1Q   Median       3Q      Max  

-1.8568  -0.8951  -0.5718   1.2127   2.7470  

Coefficients:

            Estimate Std. Error z value Pr(>|z|)   

(Intercept)   0.7802     0.2575    3.03  0.00244 **

(Dispersion parameter for binomial family taken to be 1)

    Null deviance: 16.395  on 6  degrees of freedom

Residual deviance: 16.395  on 6  degrees of freedom

AIC: 33.788
# 
# Compute the Pearson statistic:

> pearson1 <- sum(n*(r/n-fitted(mod1))^2/(fitted(mod1)*(1-fitted(mod1))))
# Evaluate its significance level
> 1 - pchisq(pearson1, df = mod1$df.residual)
[1] 0.03724212

# The over-dispersion is significant. 

# Here is the over-dispersion (or inflation) factor:
> disp1 <- pearson1/mod1$df.residual; disp1

[1] 2.231692
#

# Now for the model with neglect as a predictor (named “mod2”):

> mod2 <- glm(cbind(r, n - r) ~ neglect,family=binomial, data=table2)

> summary(mod2)

Call:

glm(formula = cbind(r, n - r) ~ neglect, family = binomial, data = table2)

Deviance Residuals: 

      1        2        3        4        5        6        7  

 1.2707   0.2608  -0.4221   0.4717   1.6026  -0.9587  -1.4061  

Coefficients:

            Estimate Std. Error z value Pr(>|z|)   

(Intercept)   2.8490     0.8780   3.245  0.00118 **

neglect      -0.3730     0.1404  -2.657  0.00788 **

(Dispersion parameter for binomial family taken to be 1)

    Null deviance: 16.3948  on 6  degrees of freedom

Residual deviance:  7.5479  on 5  degrees of freedom

AIC: 26.941

# Significantly over-dispersed? 

# No, the Pearson statistic is not significant:

> pearson2 <- sum(n*(r/n-fitted(mod2))^2/(fitted(mod2)*(1-fitted(mod2))))

> 1 - pchisq(pearson2, df = mod2$df.residual)

[1] 0.2250184
# Nevertheless, let’s rescale the coefficient standard errors and 

# perform Wald chi-square tests instead of the z-test provided by R.

# First, calculate the 
> disp2 <- pearson2/mod2$df.residual; disp2

[1] 1.388324
# Now, extract the coefficients and standard errors from mod2:
> mod2coef <- summary.glm(mod2)$coefficients[,1]; mod2coef

(Intercept)     neglect 

  2.8490358  -0.3730108 

> mod2se <- summary.glm(mod2)$coefficients[,2]; mod2se

(Intercept)     neglect 

  0.8780245   0.1403715
# Rescale the standard errors:

> rescaledse <- mod2se*sqrt(disp2); rescaledse

(Intercept)     neglect 

  1.0345513   0.1653958 
# Note that these standard errors are larger than the originals. 
# Now, compute the Wald chi-square statistics:

> waldchi <- (mod2coef/rescaledse)^2; waldchi
 (Intercept)     neglect 

   7.583885    5.086207
# Evaluate their significance:
> sig <- 1 - pchisq(waldchi,1);sig

(Intercept)     neglect 

0.005889239 0.024116878
# Neglect retains its significance even with rescaling. 

# Compare this new significance level with the original in mod2.
