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This guide assumes a basic familiarity with SAS and its data-handling methods. The procedure for fitting a binomial GLM in SAS is the logistic procedure. We present the Table 2 Sustained Attention example here. The requisite data include the predictor(s) (in this case, neglect scores), the number of correct Sustained Attention test items for each subject (denoted by “r”) and the test length (denoted by “n”):
title 'sustained attention';

data sus;

input subno
neglect
r
n;

cards;
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;

run;

The binomial GLM procedure below specifies a null model, with r/n having no predictors, and the Pearson rescaling statistic (the latter by the subcommand “SCALE = P”):
proc logistic data = sus;

model r/n = / SCALE = P;

run;

The output from SAS includes the deviance and Pearson scaling parameter estimates along with significance tests for them.  The first run gives 

                           Deviance and Pearson Goodness-of-Fit Statistics

                    Criterion          Value       DF     Value/DF     Pr > ChiSq

                    Deviance         16.3948        6       2.7325         0.0118

                    Pearson          13.3902        6       2.2317         0.0372
Clearly there is significant over-dispersion. 

Next, we specify a model with neglect as a predictor:

proc logistic data = sus;

model r/n = neglect / SCALE = P;

run;

The second run gives

                           Deviance and Pearson Goodness-of-Fit Statistics

                    Criterion          Value       DF     Value/DF     Pr > ChiSq

                    Deviance          7.5479        5       1.5096         0.1830

                    Pearson           6.9416        5       1.3883         0.2250
The over-dispersion statistics no longer are significant. 

Also, neglect has a significant effect, regardless of whether we use the likelihood ratio. Score or Wald tests:

                              Testing Global Null Hypothesis: BETA=0

                       Test                 Chi-Square       DF     Pr > ChiSq

                       Likelihood Ratio         6.3724        1         0.0116

                       Score                    5.7508        1         0.0165

                       Wald                     5.0862        1         0.0241

The coefficients and their standard errors are:
                              Analysis of Maximum Likelihood Estimates

                                                Standard          Wald

                 Parameter    DF    Estimate       Error    Chi-Square    Pr > ChiSq

                 Intercept     1      2.8490      1.0346        7.5838        0.0059

                 neglect       1     -0.3730      0.1654        5.0862        0.0241
Compare what the standard errors and significance tests are like if we don’t rescale with the Pearson statistic:

proc logistic data = sus;

model r/n = neglect;

run;

                              Analysis of Maximum Likelihood Estimates

                                                Standard          Wald

                 Parameter    DF    Estimate       Error    Chi-Square    Pr > ChiSq

                 Intercept     1      2.8490      0.8780       10.5288        0.0012

                 neglect       1     -0.3730      0.1404        7.0613        0.0079

The standard errors are smaller, so the chi-square statistics are larger and more strongly significant. 
