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This guide assumes a basic familiarity with SPSS and its data-handling methods. The procedure for fitting a binomial GLM in SPSS is the GENLIN procedure, found in the Generalized Linear Models item in the Analyze menu. We present the Table 2 Sustained Attention example here. The requisite data are in the file named Tab2.sav, and include the predictor(s) (in this case, neglect scores), the number of correct Sustained Attention test items for each subject (denoted by “r”) and the test length (denoted by “n”):
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The GENLIN syntax below specifies a null model, with r/n having no predictors. and the Pearson rescaling statistic (the latter by the subcommand “SCALE=PEARSON”):
GENLIN r OF n 

  /MODEL  INTERCEPT=YES

 DISTRIBUTION=BINOMIAL LINK=LOGIT

  /CRITERIA METHOD=FISHER(1) SCALE=PEARSON COVB=MODEL MAXITERATIONS=100 MAXSTEPHALVING=5 

    PCONVERGE=1E-006(ABSOLUTE) SINGULAR=1E-012 ANALYSISTYPE=3(LR) CILEVEL=95 CITYPE=WALD LIKELIHOOD=FULL    

  /MISSING CLASSMISSING=EXCLUDE

  /PRINT CPS DESCRIPTIVES MODELINFO FIT SUMMARY SOLUTION.

The output from SPSS includes the deviance and Pearson scaling parameter estimates but does not provide significance tests for them.  The first run gives a warning message that can be ignored. 
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The Pearson and deviance chi-squares are clearly significant, but you have to evaluate their significance by hand. 
Next, we specify a model with neglect as a predictor:

GENLIN r OF n with neglect

  /MODEL neglect  INTERCEPT=YES

 DISTRIBUTION=BINOMIAL LINK=LOGIT

  /CRITERIA METHOD=FISHER(1) SCALE=PEARSON COVB=MODEL MAXITERATIONS=100 MAXSTEPHALVING=5 

    PCONVERGE=1E-006(ABSOLUTE) SINGULAR=1E-012 ANALYSISTYPE=3(LR) CILEVEL=95 CITYPE=WALD LIKELIHOOD=FULL    

  /MISSING CLASSMISSING=EXCLUDE

  /PRINT CPS DESCRIPTIVES MODELINFO FIT SUMMARY SOLUTION.
The second run gives Pearson and deviance chi-square statistics that no longer are significant. 
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SPSS provides a likelihood ratio “omnibus” test of the model:
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The coefficients, standard errors, and Wald chi-square tests are:
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Compare what the standard errors and significance tests are like if we don’t rescale with the Pearson statistic (by omitting the SCALE=PEARSON subcommand from the syntax above):
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The standard errors are smaller, so the chi-square statistics are larger and more strongly significant. 
